
©2018 Extreme Networks, Inc.  All rights reserved 

Mikael Holmberg 
Distinguished Systems Engineer 
 
 

Transport Network Requirements and Architecture for 5G  



©2018 Extreme Networks, Inc.  All rights reserved 

Metro Networks Architecture 2015 
§  Increased bandwidth 

–  1G to >100G 
–  100G Accelerates 

§  Dynamic architectures 
–  L0 to L3 
–  Fast moving towards SDN 

architectures 
–  Fronthaul/Backhaul/FTTx 
–  Cloud based services 

§  Cost optimized solutions 
–  Purpose build hardware 
–  White label boxes 
–  Management solutions 

§  Scalability 
–  Platform and commercial 

aspects 
§  Multi Layer Management 

–  Ability to manage L0 to L3 
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Mobile - 5G Requirements 

•  1-10 Gbps connections to end points in the 
field (i.e. not theoretical maximum)  

•  1 millisecond end-to-end round trip delay 
(latency)  

•  1000x bandwidth per unit area  

•  90% reduction in network energy usage  

Source: GSMA 
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5G Scenarios… 
•  Key Scenarios to be Addressed by 5G

Requirements

•  10x bandwidth per 
connection 

•  Low-ms latency 
•  Five 9’s reliability 
•  100% coverage 
•  >10x connections 
•  50Mbps per connection 

everywhere 
•  1000x bandwidth/area 
•  10 year battery life 
•  Reduction in TCO
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Different Context of the same environment 

Requirements

•  10x bandwidth per 
connection 

•  Low-ms latency 
•  Five 9’s reliability 
•  100% coverage 
•  >10x connections 
•  50Mbps per connection 

everywhere 
•  1000x bandwidth/area 
•  10 year battery life 
•  Reduction in TCO

Applications

•  Enhanced Mobile BB 
•  Connected vehicles 
•  AR/VR 
•  S-UHD/3D Video 
•  Haptics/Sensing 
• Massive IoT 
•  Remote machine control 
• Mission critical services 
•  Fixed-wireless access 
• … 

Customer segments

•  Consumer 
•  Auto industry 
•  Health 
•  Industry 4.0 
•  Agriculture 
•  Smart City/Public sector 
•  Smart building 
•  Utilities 
•  Education 
•  Transport 
• … 

MNO biz model

•  B2C 
•  B2B 
•  B2B2C



©2018 Extreme Networks, Inc.  All rights reserved 

5G Service Enablers 

Legacy Bands 
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5G Topology Flexibility…? 

UE 

‘Softwarisation’ of the network 
 
C-RAN – removal of functionality from cell sites to consolidation point in the network 
 

MEC 
(RAN, CN) 

MEC 
(RAN, CN) 

MEC 
(RAN, CN) 

MEC 
(RAN, CN) 

MEC 
(RAN, CN) 

C-RAN 

Core,  
Policy VNF 

(V)PDG 

Transport 
VNF 

NFV and SDN – enabling flexibility in where functions are deployed and scaled 
MEC – pushing Core Network functions and content ingress to cell sites 
CP/UP split – decoupling of user plane traffic from control plane functions 
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5G Network Slicing  
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5G Transport is More Than a Necessary Cost… 

- 

- 

- 
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4G to 5G Network Evolution Challenges 

- 

- 

- 

- 
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TSN (Time Sensitive Networking) 

- 

- 

- 

- 
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What is TSN… 

- 
- 

- 

- 
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Why TSN for 5G RAN? 

- 

- 



©2018 Extreme Networks, Inc.  All rights reserved 

5G Transport Platforms and Technology 

•  Fronthaul @ 5 µsec to 100 µsec 
•  TSN 
•  WDM active and passive 
•  Dedicated dark fiber 

•  Midhaul @ 1ms 
•  OTN 
•  WDM 
•  Low latency Ethernet 

•  Backhaul @ 10ms 
•  Carrier Ethernet 
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5G Model Driven Automation 
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xRAN Adopts NETCONF/YANG 
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Overview of Synchronous Ethernet 

•  Use the PHY clock 
•  Generates the clock signal from ”bit stream” 
•  Similiar to traditional SONET/SDH/PDH PLLs 

•  Each node in the Packet Network recovers the clock 
•  Performance is independent of network load 
•  Uses the OAMPDUs (slow path protocol data units) to pass SSM (synchronization status message). 
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Device Device 

Bridge Bridge 

§  The IEEE 1588v2 Precision Time Protocol (PTP) 
defines a packet-based time synchronization method 
that provides frequency, phase and time-of-day 
information with sub-microsecond accuracy. PTP 
relies on the use of carefully time stamped packets to 
synchronize one or more slave clocks to a master 
clock. Synchronous time information is distributed 
hierarchically, with a grand master clock at the root of 
the hierarchy. The grand master provides the time 
reference for one or more slave devices. These slave 
devices can, in turn, act as master devices for further 
hierarchical layers of slave devices.  

Extreme Networks Confidential and Proprietary.  Internal Use Only 
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PTP Overview Basic Synchronization message exchange  

§  IEEE 1588-2008 
�  Also known as Precision Timing Protocol (PTP) 
�  1588-2008 is also referred to as version 2 (v2) 
�  Intended to synchronize independent clocks to a high 

degree of precision on separate nodes over a distributed 
network  

�  Defines how to transfer precise time over networks. It does 
not define how to recover frequency or high precision time 
of day 

§  Message Exchange Pattern 
�  A) The master sends a Sync message to the Slave and 

notes the time t1 at which it was sent. 
�  B) The Slave receives the Sync message and noets the 

time of reception t2. 
�  C) The Master conveys to the Slave the timestamp t1 by 

either 
�  Embedding the timestamp t1 in the Sync 

message. This requires some sort of hardware 
processing for highest accuracy and precision. 
This is called as one step clocking.  

�  Embedding the timestamp t1 in a Follow_Up 
message. This is called as two step clocking.  

�  D) The Slave sends a Delay_Req message to the Master 
and notes the time t3 at which it was sent. 

�  E) The Master receives the Delay_Req message and notes 
the time of reception t4. 

�  F) The Master conveys to the Slave the timestamp t4 by 
embedding it in a Delay_Resp message. 

Precision Time Protocol (1588v2) 
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5G High Level Network Architecture 

Source: ITU, 3GPP 
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